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Variables

• A variable is a characteristic or condition that 
can change or take on different values.  

• Most research begins with a general question 
about the relationship between two variables 
for a specific group of individuals.  
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Types of Variables

• Variables can be classified as discrete or
continuous.

• Discrete variables (such as class size) consist
of indivisible categories, and continuous
variables (such as time or weight) are
infinitely divisible into whatever units a
researcher may choose. For example, time
can be measured to the nearest minute,
second, half-second, etc.
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Population

• The entire group of individuals is called the
population.

• For example, a researcher may be interested
in the relation between class size (variable 1)
and academic performance (variable 2) for the
population of third-grade children.
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Sample

• Usually populations are so large that a
researcher cannot examine the entire group.
Therefore, a sample is selected to represent
the population in a research study. The goal is
to use the results obtained from the sample to
help answer questions about the population.



Why to Learn?

• Nothing in life is certain. In everything we do, we gauge 
the chances of successful outcomes, from business to 
medicine to the weather

• A probability provides a quantitative description of the 
chances or likelihoods associated with various outcomes

• To build a bridge between descriptive and inferential 
statistics

Population Sample

Probability

Statistics
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Descriptive Statistics

• Descriptive statistics are methods for
organizing and summarizing data.

• For example, tables or graphs are used to
organize data, and descriptive values such as
the average score are used to summarize data.

• A descriptive value for a population is called a
parameter and a descriptive value for a
sample is called a statistic.



8

Inferential Statistics

• Inferential statistics are methods for using sample 
data to make general conclusions (inferences) about 
populations.  

• Because a sample is typically only a part of the whole 
population, sample data provide only limited 
information about the population.  As a result, 
sample statistics are generally imperfect 
representatives of the corresponding population 
parameters. 



What is Probability?
• We measured “how often” using 

Relative frequency = f/n

The possible outcomes of a process are called events. (A deterministic process has 

only one possible outcome.) 

The probability of a particular event is the fraction of outcomes in which the event 

occurs. The probability of event A is denoted by P(A). 



The sum of probabilities of all mutually 

exclusive events in a process is 1. For 

example, if there are n possible mutually 

exclusive outcomes, then



P( i)  1
i1

n




Simple probabilities

If A and B are mutually exclusive events, 

then the probability of either A or B to occur 

is the union

Example: The probability of a hat being red is ¼, the probability of the hat being green is 

¼, and the probability of the hat being black is ½. Then, the probability of a hat being red 

OR black is ¾. 



P(A   B)  P(A) P(B)



Simple probabilities

If A and B are independent events, then the 

probability that both A and B occur is the 

intersection



P(A   B) P(A)P(B)



Conditional probabilities

What is the probability of event A to occur

given than event B did occur. The conditional

probability of A given B is



P(A |B) 
P(A B)

P(A)



Problem 1. 

Blood 

Group

Males Females Total

O

A

B

AB

20

17

8

5

50

0

0

0

70

17

8

5

Total 50 50 100



Marginal probabilities
Named so because they appear on the “margins” of a 

probability table. It is probability of single outcome

Example: In problem 1, P(Male), P(Blood group A)

P(Male) = number of males/total  

number of subjects

= 50/100 

= 0.5



Conditional probabilities
It is the probability of an event on condition that certain criteria is 

satisfied

Example: If a subject was selected randomly and found to be female
what is the probability that she has a blood group O

Here the total possible outcomes constitute a subset (females) of
the total number of subjects.

This probability is termed probability of O given F

P(O\F) = 50/50

= 100%



Joint probability
It is the probability of occurrence of two or more events 

together

Example: Probability of being male &   

belong to blood group AB

P(M and AB) = P(M∩AB)

= 5/100 

= 0.05

∩ = intersection



Probability Density Function

A probability density function is an equation that 

is used to compute probabilities of continuous 

random variables that must satisfy the following 

two properties. 

1. The area under the graph of the equation over all 

possible values of the random variable must equal 

one.

2. The graph of the equation must be greater than or 

equal to zero for all possible values of the random 

variable.  That is, the graph of the equation must lie 

on or above the horizontal axis for all possible values 

of the random variable, i.e. f(x)>=0





Tripthi M. Mathew, MD, MPH

Types of Distribution

• Frequency Distribution

• Normal (Gaussian) Distribution

• Probability Distribution

• Poisson Distribution

• Binomial Distribution

• Sampling Distribution

• t distribution

• F distribution
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Characteristics of Normal Distribution

• It links frequency distribution to probability 
distribution

• Has a Bell Shape Curve and is Symmetric

• It is Symmetric around the mean:

Two halves of the curve are the same (mirror 
images)





Tripthi M. Mathew, MD, MPH

Characteristics of Normal Distribution Cont’d

• Hence Mean = Median

• The total area under the curve is 1 (or 100%)

• Normal Distribution has the same shape as Standard Normal 
Distribution.
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Characteristics of Normal Distribution Cont’d

• In a Standard Normal Distribution: 

The mean (μ ) = 0         and 

Standard deviation (σ) =1



=square root

=sum (sigma)

X=score for each point in data

μ =mean of scores for the variable

n=sample size (number of 

observations or cases

σ  =

Formula for Standard Deviation

1)-(n    

2)(  X
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Z Score (Standard Score)3

• Z  =    X - μ

• Z  indicates how many standard 
deviations away from the mean the 
point x lies.

• Z score is calculated to 2 decimal 
places.

σ



The Normal Distribution:
as mathematical function (pdf)
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x

exf

Note constants:

=3.14159

e=2.71828

This is a bell shaped 

curve with different 

centers and spreads 

depending on  and 
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Distinguishing Features

• The mean ± 1  standard deviation covers 
66.7% of the area under the curve

• The mean ± 2 standard deviation covers 
95% of the area under the curve

• The mean ± 3 standard deviation covers 
99.7% of the area under the curve









Properties of the Normal Density Curve

7.  The Empirical Rule: About 68% of the area 

under the graph is between -1 and 1; about 95% 

of the area under the graph is between -2 and 2; 

about 99.7% of the area under the graph is 

between -3 and 3.





The table gives the area under the standard 

normal curve for values to the left of a specified 

Z-score, zo, as shown in the figure.







Notation for the Probability of a Standard Normal 

Random Variable

P(a < Z < b)    represents the probability a      

standard normal random variable is

between a and b

P(Z > a) represents the probability a

standard normal random variable is 

greater than a.

P(Z < a) represents the probability a standard 

normal random variable is less than 

a.



Area under the normal curve to the 

right of zo

= 1 – Area to the left of zo



EXAMPLE Finding the Area Under the 

Standard Normal Curve

Find the area under the standard normal curve to 

the right of Z = 1.25.

Look in the Normal distribution table:

P(x>=1.25) =1-P(x<1.25)=1-

0.8944=0.1056



EXAMPLE Finding the Area Under the 

Standard Normal Curve

Find the area under the standard normal curve 

between Z = -1.02 and Z = 2.94.

P(-1.02<x<2.94)=P(x<2.94)-

p(x<-1.02)

=0.9984-0.1539

=0.8445





Frequency table

• absolute frequency “ni” (Data TabData
AnalysisHistogram)

• relative frequency “fi” 

Cumulative frequency distribution shows the 
total number of occurrences that lie above or 
below certain key values.

• cumulative frequency “Ni”

• cumulative relative frequency “Fi”



Histogram

• Frequently used to graphically present interval 
and ratio data

• Is often used for interval and ratio data

• The adjacent bars indicate that a numerical 
range is being summarized by indicating the 
frequencies in arbitrarily chosen classes





Ogive

• A graph of a cumulative frequency distribution
• Ogive is used when one wants to determine how 

many observations lie above or below a certain 
value in a distribution.

• First cumulative frequency distribution is 
constructed

• Cumulative frequencies are plotted at the upper 
class limit of each category

• Ogive can also be constructed for  a relative 
frequency distribution.





Frequency Distribution

Age 1 2 3 4 5 6

Frequency 5 3 7 5 4 2

Frequency Distribution of Age

Grouped Frequency Distribution of Age:

Age Group 1-2 3-4 5-6

Frequency 8 12 6

Consider a data set of 26 children of ages 1-6 years. Then the frequency 

distribution of variable ‘age’ can be tabulated as follows: 



Cumulative Frequency

Age limit 2 4 6

Cumulative Frequency 8 20 26

Age 1 2 3 4 5 6

Frequency 5 3 7 5 4 2

Cumulative Frequency 5 8 15 20 24 26

Cumulative frequency of data in previous page


